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• Why Explainable AI?
• Types and Methods for Explainable AI

• AI Explainability 360 Toolkit
• Taxonomy and Guidance 

• Interactive Web Experience Demo

• Hands on session 1 
• Package Installation and Git walkthrough
• Use case (Industry): Personal finance

• Hands on session 2
• Use case (Government): Health and nutrition

• Hands on session 3
• Use case (Medicine): Clinical Medicine
• Metrics

• Summary and future directions
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AI IS NOW USED IN MANY HIGH-STAKES DECISION MAKING APPLICATIONS

Credit Employment Admission Sentencing
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WHAT DOES IT TAKE TO TRUST A DECISION MADE BY A MACHINE (OTHER THAN THAT IT IS 99% ACCURATE)

Is it fair? Is it easy to 
understand?

Did anyone 
tamper with 

it?

Is it accountable? 

#21, #32, #93
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THE QUEST FOR “EXPLAINABLE AI”
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WHY EXPLAINABLE AI?

Decision Tree 

Interpretable? 
YES 

Neural Network 

Interpretable? 
NO 
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BUT WHAT ARE WE ASKING FOR?

Paul Nemitz, Principal Advisor, European Commission
Talk at  IBM Research, Yorktown Heights, May,  4, 2018

“meaningful” ???
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WHY EXPLAINABLE AI?

Understanding what’s truly happening can help build simpler systems.
Simplification

Insight
Check if code has comments
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WHY EXPLAINABLE AI? (CONTINUED)

Can help to understand what is wrong with a system.
Debugging

Self driving car slowed down but 
wouldn’t stop at red light???
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WHY EXPLAINABLE AI? (CONTINUED)

Can help to identify spurious correlations.
Existence of Confounders

Pneumonia Diabetes
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WHY EXPLAINABLE AI? (CONTINUED)

Humans in combination with a system can be much more effective than just a more accurate system.
Enhance Performance
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WHY EXPLAINABLE AI? (CONTINUED)

Is the decision making system fair?
Fairness

Is the decision making system fair?                                                    Is the system basing decisions on the correct features?

Wide Spread Adoption

Robustness and Generalizability
Is the system basing decisions on

the correct features?
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WHY EXPLAINABLE AI? (CONTINUED)

Geoff Hinton Dismissed The Need For Explainable AI: 8 Experts Explain Why He's Wrong
Interesting article

Geoff Hinton Dismissed - The Need For Explainable AI: 8 Experts Explain Why He's Wrong

Hinton: "I’m an expert on trying to get the technology 
to work, not an expert on social policy. One place 
where I do have technical expertise that’s relevant is 
[whether] regulators should insist that you can 
explain how your AI system works. I think that 
would be a complete disaster."

https://www.forbes.com/sites/cognitiveworld/2018/12/20/geoff-hinton-dismissed-the-need-for-explainable-ai-8-experts-explain-why-hes-wrong/
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THREE DIMENSIONS OF EXPLAINABILITY

One explanation does not fit all: There are many ways to explain things.

The oldest AI formats, such as decision rule 
sets, decision trees, and decision tables are 
simple enough for people to understand. 
Supervised learning of these models is directly 
interpretable.

Start with a black box model and probe into it 
with a companion model to create 
interpretations. The black box model continues 
to provide the actual prediction while the  
interpretation improves human interactions.

Shows the entire predictive model to the user to 
help them understand it (e.g. a small decision 
tree, whether obtained directly or in a post hoc 
manner).

Only show the explanations associated with 
individual predictions (i.e. what was it about this 
particular person that resulted in her loan being 
denied).

The interpretation is simply presented to the 
user.

The user can interact with interpretation.

directly interpretable post hoc interpretationvs.

global (model-level) local (instance-level)vs.

static interactive (visual analytics)vs.
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EXPLANATION METHOD TYPES

The oldest AI formats, such as decision rule sets, decision trees, and decision tables are simple 
enough for people to understand. Supervised learning of these models is directly interpretable.

Directly interpretable

Decision Tree Rule List 
(Wang and Rudin 2016)

(Quinlan 1987)
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EXPLANATION METHOD TYPES (CONTINUED)

Start with a black box model and probe into it with a companion model to create interpretations. The 
black box model continues to provide the actual prediction while interpretation improve human 
interactions.

Post hoc interpretation

(Deep) Neural Network Ensembles
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Post hoc (local) interpretation

Locally Interpretable Model Agnostic Explanations (LIME)

EXPLANATION METHOD TYPES (CONTINUED)

(Ribeiro et. al. 2016)
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Post hoc (local) interpretation

Maximum Mean Discrepancy Critic

EXPLANATION METHOD TYPES (CONTINUED)

CriticismsPrototypes

Health care(Kim et. al. 2016)
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Post hoc (local) interpretation

Saliency Maps

EXPLANATION METHOD TYPES (CONTINUED)

(Sinmoyan et. al. 2013)
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Post hoc (global) interpretation

Knowledge Distillation

EXPLANATION METHOD TYPES (CONTINUED)

Complex Systems

(Hinton et. al. 2015)
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Static/Interactive (visual) interpretation

EXPLANATION METHOD TYPES (CONTINUED)

Start with a black box model and probe into it with a companion model to create interpretations. The 
black box model continues to provide the actual prediction while the interpretation improves human 
interactions.

(Yosinski et. al. 2015)

Deep Visualization
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ONE EXPLANATION DOES NOT FIT ALL

Different stakeholders require explanations for different purposes and with 
different objectives. Explanations will have to be tailored to their needs.
End users 

“Why did you recommend this treatment?”
Who: Physicians, judges, loan officers, teacher evaluators

Why: trust/confidence, insights(?)

Affected users 
“Why was my loan denied?  How can I be approved?”  
Who: Patients, accused, loan applicants, teachers

Why: understanding of factors

Regulatory bodies 
“Prove that your system didn't discriminate.”  
Who: EU (GDPR), NYC Council, US Gov’t, etc.

Why: ensure fairness for constituents 

AI system builders/stakeholders 
“Is the system performing well? How can it be improved?“ 
Who: EU (GDPR), NYC Council, US Gov’t, etc.

Why: ensure or improve performance
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AI 
Explainability 

360

Causal 
Inference 

360

Trusted AI Toolkits

Adversarial 
Robustness 

360

ü ü

AI 
Fairness 

360

ü

AIX360: IBM RESEARCH AI EXPLAINABILITY 360 TOOLKIT

Goals
• Support a community of users and contributors who will 

together help make models and their predictions more 
transparent.

• Support and advance research efforts in explainability.
• Contribute efforts to engender trust in AI. 

IBM Research AIX360

Explainability 
Algorithms

10 algorithms to explain data and AI 
models + 2 metrics

Repositories github.ibm.com/AIX360
github.com/IBM/AIX360

Interactive
Experience

aix360.mybluemix.net

API aix360.readthedocs.io

Tutorials 13 notebooks 
(finance, healthcare, lifestyle, Attrition, etc.)

Developers > 15 Researchers + Software engineers 
across YKT, India, Argentina



data model

samples features local global

direct

Understand data or model?

Explanations as samples, 
distributions or features?

distributions

tabular
image
text

ProtoDash

Case-based 
reasoning

DIP-VAE

Learning 
meaningful 

features

Explanations for individual samples (local) or 
overall behavior (global)?

BRCG or GLRM

posthoc

A surrogate model or 
visualize behavior?

surrogate visualize

ProfWeight

Learning accurate 
interpretable model

Easy to 
understand rules

interactive

Explanations based on 
samples or features?

?

?

?

ProtoDash

Case-based reasoning

CEM or CEM-MAF

Feature based explanations

TED

Persona-specific 
explanations

featuressamples

One-shot static or interactive explanation?

static

A directly interpretable model 
or posthoc explanations?

posthoc self-explaining

A directly interpretable model 
or posthoc explanations?

LIME, SHAP

EXPLAINABILITY
TAXONOMY & GUIDANCE
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Toolkit Data
Explanations

Directly
Interpretable

Local
Post-hoc

Global
Post-hoc

Custom
Explanation

Metrics

IBM AIX360 2 2 5 1 1 2

Seldon Alibi ✓ ✓

Oracle Skater ✓ ✓ ✓

H2o ✓ ✓ ✓

Microsoft
Interpret

✓ ✓ ✓

Ethical ML ✓

DrWhyDalEx ✓

AIX360: AI EXPLAINABILITY OPENSOURCE LANDSCAPE

All algorithms of AIX360 are developed by IBM Research
AIX360 also provides demos, tutorials, and guidance on explanations for different use cases.
Paper: One Explanation Does Not Fit All: A Toolkit and Taxonomy of AI Explainability Techniques:    

https://arxiv.org/abs/1909.03012v1

https://arxiv.org/abs/1909.03012v1
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http://github.com/IBM/AIX360 https://github.com/IBM/AIX360/tree/master/examples

http://github.com/IBM/AIX360
https://github.com/IBM/AIX360/tree/master/examples
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Summary and Future Directions

• Algorithm Summary

• AIX360 for Developers

• Future Directions in Explainability

• Future Directions for AIX360
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CEM-MAF: CONTRASTIVE EXPLANATIONS FOR COMPLEX IMAGES
MODEL – LOCAL – POST HOC

CEM produces
• Pertinent positives (PP): Present, minimally sufficient to yield 

classification
• Pertinent negatives (PN): Absent but (minimal) addition

would change classification

Define addition in terms of higher-level concepts
e.g. high cheekbones, hair color, hair length

Represent concepts using monotonic attribute functions (MAF)

Advantages:
• More realistic output images 
• Interpretable additions (PN)

INPUT INPUT + PN PP
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BRCG: BOOLEAN RULES VIA COLUMN GENERATION
MODEL – GLOBAL – DIRECTLY INTERPRETABLE

Learns Boolean rules for binary classification
• Disjunctive normal form (DNF, OR of ANDs)
• Conjunctive normal form (CNF, AND of ORs)

BRCG and GLRM are complementary rule-based methods

GLRM BRCG
Model produced Generalized linear model 

(e.g. linear/logistic regression)
Binary classifier

Rule combination method Linear combination Logical OR or AND
Directly interpretable? Yes Even more so
How interpretability achieved Few rules, short rules
Optimization technique Column generation

# accounts < 5 # accounts ≥ 5 Debt > $1000AND Credit risk = highOR
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PROFWEIGHT: IMPROVING INTERPRETABLE SURROGATES
MODEL – GLOBAL – POST HOC

x1x2x3x4

y1
y1y2

y2y3y2y3

y3

y2

Training 
dataset

Simple Model
(decision tree, rule-based 

model, smaller neural network)

Transfer 
information
to improve

High-Performing 
Complex Model

(deep neural network)

Re-weight
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TED: TEACHING EXPLANATIONS FOR AI DECISIONS
MODEL – LOCAL – SELF-EXPLAINING

Different explanation consumers require different explanations

Consumer provides training explanations in addition to training labels
Learn to predict both label and explanation for unseen data point

TED
Framework

Training 
Dataset 
(X, Y, E)

New features (X)

Prediction (Y)  
and

Explanation (E)

Classifier
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Summary and Future Directions

• Algorithm Summary

• AIX360 for Developers

• Future Directions in Explainability

• Future Directions for AIX360



45 × 2019 IBM Corporation

q DIExplainer (Directly Interpretable unsupervised)
Ø ProtodashExplainer
Ø DIPVAEExplainer

q DISExplainer (Directly Interpretable Supervised)
Ø BRCGExplainer
Ø GLRMExplainer
Ø TED_CartesianExplainer

q LocalBBExplainer (Local Black-Box)
Ø LIME Explainers
Ø SHAP KernelExplainer

q LocalWBExplainer (Local White-Box)
Ø CEMExplainer
Ø CEM_MAFImageExplainer
Ø SHAP Explainers

q GlobalBBExplainer (Global Black-Box)

q GlobalWBExplainer (Global White-Box)
Ø ProfweightExplainer

AIX360 CLASS HIERARCHY
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CLASSES IN ML PIPELINE
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Summary and Future Directions

• Algorithm Summary

• AIX360 for Developers

• Future Directions in Explainability

• Future Directions for AIX360
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FUTURE DIRECTIONS

Local explanation methods could 
• Extract useful features or a superset of rules to be passed to logic programs
• Be integrated into a coarse-to-fine hierarchy of explanations

Local-to-Global Interpretation

Boolean Formula Globally Transparent Model

S like shape

Y N

Horizontal 
line top right

Y N

5
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FUTURE DIRECTIONS

What is the true cause for an event? Interpretability methods can be used to identify where to look 
(reduce search space) before causal methods are applied.

Causality

?
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FUTURE DIRECTIONS

Explanation methods are essentially communication methods that convey feature importances or 
representative examples. One could envision these methods being used in multiagent systems for 
teaching one another.

Reinforcement Learning

1

2 3
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Summary and Future Directions

• Algorithm Summary

• AIX360 for Developers

• Future Directions in Explainability

• Future Directions for AIX360
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The future of AIX360 is people like you!
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CONTRIBUTING TO AIX360

Want to contribute?

• Start a discussion in our Slack workspace

• Create a GitHub issue

• Get working!
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Explanations for individual samples (local) or 
overall behavior (global)?
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CORELS

Decision Trees

post hoc
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AN INCOMPLETE WISH LIST
(LIMITED BY OUR IMAGINATION)

PDP
ICE

NN layers
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SUMMARY

• Why Explainable AI?
• Trust, societal calls, better systems, etc.

• AIX360 Toolkit
• Many ways to explain
• 10 algorithms and 2 metrics (currently) 
• Data vs. model, local vs. global, direct vs. post hoc

• Toward an Explainability Community
• Users:  web demo, 3 in-depth use cases
• Developers:  Solicit contributions to fill in gaps and expand scope


